Label Embedding Enhanced Multi-label Sequence Generation Model
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Abstract. Existing sequence generation models ignore the exposure bias problem when they apply to the multi-label classification task. To solve this issue, in this paper, we proposed a novel model, which disguises the label prediction probability distribution as label embedding and incorporate each label embedding from previous step into the current step's LSTM decoding process. It allows the current step can make a better prediction based on the overall output of the previous prediction, rather than simply based on a local optimum output. In addition, we proposed a scheduled sampling-based learning algorithm for this model. The learning algorithm effectively and appropriately incorporates the label embedding into the process of label generation procedure. Through comparing with three classical methods and four SOTA methods for the multi-label classification task, the results demonstrated that our proposed method obtained the highest F1-Score (reaching 0.794 on a chemical exposure assessment task and reaching 0.615 on a clinical syndrome differentiation task of traditional Chinese medicine).
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1 Introduction

Multi-label classification studies the problem where one real-world object might have multiple semantic meanings by assigning a set of labels to the object in order to explicitly represent its semantics. Multi-label classification has a wide range of real-world application scenarios, and the labels of one object often have correlations. For example, a medical paper often has a set of correlated keywords, which summarizes the topics of the paper's content [1]; a traditional Chinese medicine (TCM) practitioner often uses
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multiple correlated syndromes to summarize the chief complaint in a clinical record of TCM for one patient [2].

The multi-label classification task is usually solved by two types of methods. One type is the problem transformation methods, such as the Label Powerset (LP) [3], the Classifier Chain (CC) [4], and another type is the algorithm adaptation methods, such as the ML-kNN [5], the Collective Multi-Label Classifier [6]. In recent years, deep learning has shown excellent performance in various applications, including the multi-label classification task. Researchers attempt to convert the multi-label classification task into a multi-label sequence generation problem through applying the encoder-decoder framework. This approach has yielded satisfactory results [7–9].

The exposure bias problem is often raised when the encoder-decoder framework is applied to the sequence generation task [10]. However, it is ignored when researchers build the multi-label sequence generation models. In consequence, we proposed a novel model in this paper to solve this issue. The model disguises the label prediction probability distribution as label embedding and incorporates each label embedding from previous step into the current step’s LSTM decoder process. Furthermore, we proposed a scheduled sampling-based learning algorithm for this model. The experimental results demonstrate that our method outperforms three classical methods, including Binary Relevance (BR), LP and CC, and four SOTA methods, including TextCNN, RCNN, Transformer and SGM, on two representative datasets of the multi-label classification task.

2 Related Work

Considering the label correlation during designing multi-label classification models has attracted much attention. Some work is done by introducing prior knowledge, e.g. the hierarchical relationship among labels [11–14]. Others are done by mining and utilizing the correlations of labels during model training procedure [15–17]. Inspired by the researches of deep learning for machine translation and text summarization, Jinseok et al. [18] proposed to treat the multi-label classification task as a multi-label sequence generation problem and attempted it by using recurrent neural networks. Recently, multi-label sequence generation models based on the encoder-decoder framework have been proposed. Jonas et al. [7] believed that conventional word-level attention mechanism could not provide enough information for the label prediction making, therefore they proposed a multiple attention mechanism to enhance the feature representation capability of input sequences. Li et al. [8] proposed a Label Distributed sequence-to-sequence model with a novel loss function to solve the problem of making a strong assumption on the labels’ order. Yang et al. [9] further reduced the sensitivity of the sequence-to-sequence model to the pre-defined label order by introducing reward feedback strategy of reinforcement learning into the model training procedure. However, the exposure bias problem has not been considered, although it is a common issue when the encoder-decoder framework is used to solve the sequence generation problem.

The exposure bias problem is caused by an inconsistency in the training and the inference procedures of the sequence generation models based on the encoder-decoder framework. The inconsistency is reflected in the difference between the input of the
next time-step’s encoding process in the training procedure and in the inference procedure. One is from the data distribution, and another is from the model distribution. Consequently, when the sequence generation models are applied to the multi-label classification task, the inconsistency would in turn lead to error accumulation during the inference procedure. There are some studies trying to solve the exposure bias problem. Bengio et al. [10] proposed a scheduled sampling algorithm to choose an input for the next time-step from the ground truth word and the predicted word according to a probability change during the sequence generation process. Sam et al. [19] attempted to solve the exposure bias problem through improving the beam search algorithm. Zhang et al. [20] addressed the exposure bias problem by randomly selecting the ground truth word and the predicted word of the previous time-step. An important idea for solving the exposure bias problem is to introduce the predicted words instead of the ground truth words in the training procedure to improve the robustness of the model. How to introduce the predicted words, i.e. the predicted labels, effectively for the multi-label sequence generation models is still an open question.

3 Our Proposed Model

Formally, the multi-label classification task is to assign a label subset $y$, which contains $n$ labels from the label set $L = \{l_1, l_2, \ldots, l_L\}$, to a sequence $x = \{x_1, x_2, \ldots, x_m\}$, where $x_i$ is the $i$th word in $x$. From the perspective of a sequence generation model, this multi-label-label classification task can be modeled as finding an optimal label sequence $y^*$ which can maximize the conditional probability:

$$p(y|x) = \prod_{t=1}^{n} p(y_t|y_{<t}, x)$$

We apply a sequence-to-sequence model with the attention mechanism for the multi-label sequence generation task. The model in this paper consists of three components, including the XLNet encoder, the attention mechanism and the LSTM decoder. The framework of the model is shown in Fig. 1. $h$, $c$ and $s$ in Fig. 1 represent the hidden states of the encoder, the context vector, and the hidden states of the decoder, respectively, and the subscript $t$ in the figure represent the time-step.

3.1 The XLNet Encoder

Different from Jonas et al. [7], we apply the generalized autoregressive language model, XLNet [21], to replace the commonly used Bidirectional LSTM and GRU encoders in this paper. The XLNet will output the hidden state vector $h_i$ for each word.

$$h_i = \text{XLNet}(x_i)$$

3.2 The Attention Mechanism

Different words in one sequence often have different contributions when the model predicts the labels. The attention mechanism can make the model have ability to give
different weights to different words of a sequence according to the contributions of the words to the label prediction task. The weight $\alpha_{ti}$ of a word $x_i$ in a sequence $x$ at time-step $t$ is calculated by

$$\alpha_{ti} = v^T \tanh(W_1 s_{t-1} + U_1 h_i),$$

where $s_{t-1}$ is the hidden state of the decoder at time-step $t - 1$ and $v^T$, $W_1$ and $U_1$ are the weighting parameters. The weights will be normalized by using the SoftMax function

$$w_{ti} = \frac{\exp(\alpha_{ti})}{\sum_{j=1}^{m} \exp(\alpha_{tj})},$$

and then the final context vector $c_t$ is computed as follows:

$$c_t = \sum_{i=1}^{m} w_{ti} h_i$$

### 3.3 The LSTM Decoder

LSTM models the correlations between labels at different time-steps in the generated label sequence. The context vector $c_t$, the hidden state $s_{t-1}$ of the decoder at time-step $t - 1$ and the label embedding, which will be introduced in Sect. 4, form the input to the hidden state $s_t$ of the decoder at time-step $t$ as follows

$$s_t = \text{LSTM}(s_{t-1}, [c_t; g(P_{t-1}^y)])$$

where $P_{t-1}^y$ represents the label prediction probability distribution for the labels outputted by the LSTM decoder at time-step $t - 1$, $[; ;]$ is the vector concatenation operation, and $g(\cdot)$ is used to disguise the label prediction probability distribution as a label embedding, which will be introduced in the next section.
4 Label Embedding Method

Inspired by the Global Embedding [22] and the LSTM gating mechanism [23], we proposed a label embedding method which is used to disguise the label prediction probability distribution of the labels outputted by the LSTM decoder at time-step $t-1$. The label embedding outputted from $g(P_t^y)$ is formed by an expected label embedding $\bar{e}_t$ at time-step $t$ and a label embedding $\hat{e}_t$ of which label with the highest probability in $P_t^y$. 

$$g(P_t^y) = [o_t \odot \bar{e}_t; (1 - o_t) \odot \hat{e}_t]$$  \hspace{1cm} (7)

$$\bar{e}_t = P_t^y E,$$  \hspace{1cm} (8)

$$P_t^y = \text{SoftMax} \left( \frac{s_{t-1}W_2}{\gamma} \right)$$  \hspace{1cm} (9)

$$o_t = \sigma(W_3\bar{e}_t + W_4\hat{e}_t)$$  \hspace{1cm} (10)

where $\odot$ is the element-wise multiplication operation, $\hat{e}_t$ is selected from $E \in \mathbb{R}^{k \times L}$, which is a learnable embedding matrix, $k$ is the dimension of the label embeddings, $W_2 \in \mathbb{R}^{d \times L}$ is a weight matrix, $d$ is the dimension of the hidden state of the LSTM decoders. The large $L$ is, the more elements in $P_t^y$ tend to be zero. It would, consequently, causes the back-propagation process having the vanishing gradient problem. This is why we define $P_t^y$ in terms of Eq. (9), and the Eq. (9) is inspired by the Scaled Dot-Product Attention method [24], where $\gamma$ is a scaling factor used to solve the aforementioned problem. $\sigma(\cdot)$ is the sigmoid function, and $W_3, W_4 \in \mathbb{R}^{k \times k}$. The range of the values of $o_t$ are in $(0, 1)$. $o_t$ and $(1 - o_t)$ define the contributions of $\bar{e}_t$ and $\hat{e}_t$, and $o_t$ will be automatically determined by the learning algorithm.

5 Learning Algorithm

In this section, we designed the learning algorithm for the proposed model based on a scheduled sampling process. The cross-entropy loss function is used in this paper, and it is defined as follows:

$$\text{loss}_{CE} = - \sum_{t=1}^{n} \log p_\theta(y_t|y_{t-1}; x),$$  \hspace{1cm} (11)

$$\hat{y}_t = \arg\max_y p_\theta(y|\hat{y}_{t-1}),$$  \hspace{1cm} (12)

where $\theta$ is the set of parameters to be learned, $\hat{y}_t$ represents the predicted label at time-step $t$. In order to learn the parameters based on variable length sequences, following the method used in [22], we also added a special token, $<\text{EOS}>$, at the end of each sequence.

The scheduled sampling approach has been proven to be effective for solving exposure bias problem [10]. Therefore, we followed this idea and proposed a scheduled
sampling-based algorithm for our proposed multi-label sequence generation model. The pseudo code is described in Algorithm 1.

### Algorithm 1 Algorithm Combining Label Embedding and Scheduled Sampling

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for $i$ in epoch do</td>
</tr>
<tr>
<td>2</td>
<td>$t \leftarrow 1$</td>
</tr>
<tr>
<td>3</td>
<td>if $i \leq \text{threshold}$ then</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{e}_t = y_t$</td>
</tr>
<tr>
<td>5</td>
<td>$g(P_t^y)$</td>
</tr>
<tr>
<td>6</td>
<td>else</td>
</tr>
<tr>
<td>7</td>
<td>$\epsilon_i = k^{(i-\text{threshold})}$</td>
</tr>
<tr>
<td>8</td>
<td>$\hat{e}_t = \text{ScheduledSampling}(\epsilon_i, \hat{y}_t, y_t)$</td>
</tr>
<tr>
<td>9</td>
<td>$g(P_t^y)$</td>
</tr>
<tr>
<td>10</td>
<td>end if</td>
</tr>
<tr>
<td>11</td>
<td>$t \leftarrow t + 1$</td>
</tr>
<tr>
<td>12</td>
<td>end for</td>
</tr>
</tbody>
</table>

If the label embedding method introduced in Sect. 4 is utilized in the early stages of the training procedure, it may bring too much uncertainty to the loss leading to loss fluctuation and may even cause the curve of the loss function to not converge. Therefore, we designed a function of the number of the iteration index $i$, $\epsilon_i = k^{(i-\text{threshold})}$, which is used to control that only the ground labels will be used in the early stages of the training procedure, and after a period of training time, the label embedding will be incorporated. In $\epsilon_i$, $k$ is a hyperparameter which is ranging from 0 to 1, and threshold is the number of iterations that the algorithm starts using the scheduled sampling algorithm to get $\hat{e}_t$. It is clear that the value of $\epsilon_i$ begins to decay exponentially after the number of iterations reaching the threshold.

## 6 Experiments

In this paper, we compared our proposed method with three classical multi-label classification methods and four SOTA methods on two biomedical domain datasets. One is in Chinese, and another is in English. The datasets, the evaluation measurements, the compared methods and the results will be introduced in following sections.

### 6.1 Datasets

We used two biomedical domain datasets in the experiments. Both of the datasets are typically used to validate the multi-label classification methods. Detailed information of these datasets is shown in Table 1. CEA (a Chemical Exposure Assessments dataset) is an English dataset, and TCM (a syndrome differentiation dataset of traditional Chinese medicine) is a Chinese dataset.

CEA: PubMed [28] provides a large amount of biochemical exposure information, which is of vital research value for the study of human health. Larsson et al. [25] constructed the CEA dataset relying on the domain experts based on part of PubMed literature. The CEA dataset contains 32 labels which are keywords described from the perspectives of biological detection and exposure pathway.
Table 1. Detailed statistics information of the datasets CEA and TCM.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of labels</th>
<th>Number of instances</th>
<th>Number of words in one instance</th>
<th>Number of labels in one instance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>CEA</td>
<td>32</td>
<td>3661</td>
<td>233.6</td>
<td>622</td>
</tr>
<tr>
<td>TCM</td>
<td>1127</td>
<td>10000</td>
<td>8.84</td>
<td>35</td>
</tr>
</tbody>
</table>

TCM: The TCM dataset is composed of chief complaints and syndromes. The chief complaints are noted by TCM experts during their daily work, and they are short and concise texts. The syndromes are descriptive and positional order sensitive, and they are the labels. The dataset is obtained from a real-world medical information system. An example is list as follows:

A chief complaint: “心悸, 胸闷, 气短, 口干, 不渴, 左胁略胀, 饮食正常, 二便正常, 舌暗红, 形体胖 茅薄, 脉时快时慢, 节律不齐”. (Palpitation, chest distress, breathe hard, dry mouth, hydroadipsia, left rib-side distention, normal diet, bowel function is normal, dark red and swollen tongue, thin tongue fur, pulse waxes and wanes, rhythm not neat).

Syndrome labels: “痰热内扰, 心气不足”. (Phlegm hot inside, heart qi insufficient).

6.2 Evaluation Measurements

There are two types of evaluation measurements for the multi-label classification task. They are sample-based measure and label-based measure. In this paper, we used the label-based measurements, including Precision \(_{\text{micro}}\) (\(P_{\text{micro}}\)), Recall \(_{\text{micro}}\) (\(R_{\text{micro}}\)), and \(F_{1_{\text{micro}}}\), to evaluate the performance of different methods. The calculating methods of \(P_{\text{micro}}\), \(R_{\text{micro}}\) and \(F_{1_{\text{micro}}}\) are shown in Eq. (13), (14) and (15), respectively.

\[
P_{\text{micro}} = \frac{TP}{TP + FP} \tag{13}
\]

\[
R_{\text{micro}} = \frac{TP}{TP + FN} \tag{14}
\]

\[
F_{1_{\text{micro}}} = \frac{2 \times P_{\text{micro}} \times R_{\text{micro}}}{P_{\text{micro}} + R_{\text{micro}}} \tag{15}
\]

6.3 Experimental Settings

CEA and TCM datasets are randomly divided into three parts, including a training dataset, a validation dataset and a test dataset, with a ratio of 7:1:2. The learning rate of XLNet is set to 3e−5, the learning rate of other layers in the model is set to 0.001, we used the Adam optimizer, \(\beta_1 = 0.9\), and \(\beta_2 = 0.999\). The batch size is set to 16, the hyperparameter \(k\) in the learning algorithm is set to 0.85, and the dropout and L2
regularizer are used to avoid overfitting. The dimension of pre-trained XLNet word embedding is 768.

Three classical multi-label classification models, i.e. BR, LP and CC, are implemented by using Scikit-Multilearn [26], and LinearSVM is used in these models as the base classifier. The descending order of label’s frequencies is used in CC. TextCNN and RCNN are implemented based on an open source tool, named NeuralNLP [27]. We used the SGM code published by Yang et al. [21] in this paper, and the default parameter setting, which can yield the best result, is used.

6.4 Results

The best $F_{1 \text{micro}}$ results achieved by different methods under different settings are listed in Table 2.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>CEA</th>
<th>TCM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{\text{micro}}$</td>
<td>$R_{\text{micro}}$</td>
</tr>
<tr>
<td>BR</td>
<td>0.896</td>
<td>0.555</td>
</tr>
<tr>
<td>CC</td>
<td>0.897</td>
<td>0.547</td>
</tr>
<tr>
<td>LP</td>
<td>0.669</td>
<td>0.483</td>
</tr>
<tr>
<td>TextCNN</td>
<td>0.740</td>
<td>0.643</td>
</tr>
<tr>
<td>RCNN</td>
<td>0.757</td>
<td>0.669</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.629</td>
<td>0.590</td>
</tr>
<tr>
<td>SGM</td>
<td>0.590</td>
<td>0.584</td>
</tr>
<tr>
<td>SGM+XLNet</td>
<td>0.792</td>
<td>0.781</td>
</tr>
<tr>
<td>Our</td>
<td>0.796</td>
<td>0.776</td>
</tr>
<tr>
<td>+SS</td>
<td>0.788</td>
<td>0.788</td>
</tr>
<tr>
<td>+LE</td>
<td>0.801</td>
<td>0.776</td>
</tr>
<tr>
<td>+LE+SS</td>
<td>0.813</td>
<td>0.777</td>
</tr>
</tbody>
</table>

“Our” represents our proposed method, LE = Label Embedding, SS = Scheduled Sampling.

In general, it vividly shows in Table 2 that the proposed method outperforms other methods. On the CEA dataset, the best $F_{1 \text{micro}}$ (Our+LE+SS) obtained by our method can reach 0.794, which is 0.149 higher than other methods on average. On the TCM dataset, the best $F_{1 \text{micro}}$ (Our+LE+SS) can reach 0.615, which is also higher than other methods, but is a little bit lower than on the CEA dataset, it is because the label set size of the TCM dataset is much larger than the CEA dataset.

The $P_{\text{micro}}$ and $R_{\text{micro}}$ results of SGM and our proposed method listed in Table 2 show that converting the multi-label classification tasks into a multi-label sequence generation
problem can achieve more balanced $P_{\text{micro}}$ and $R_{\text{micro}}$ results. Almost all other methods have the problem of high $P_{\text{micro}}$ and low $R_{\text{micro}}$.

Compared with SGM, our proposed method is much better. On one hand, XLNet used in our method has a stronger encoding capacity than bidirectional LSTM used in SGM, and XLNet can achieve good results with only limited sample fine-tuning. On the other hand, our proposed label embedding method and the scheduled sampling-based learning algorithm further improve the performance.

Through a further in-depth analysis of the results, we found that the unseen domain-specific terms are a potential negative factor for the performance improvement. Taking the results on the TCM dataset as an example, the dataset contains a large number of domain-specific terms, e.g. “脉细” (pulse fine), “神疲” (mental fatigue), etc., which are usually unseen in the vocabulary used in XLNet, because the XLNet is pre-trained on a general domain corpus. Consequently, it would result in many inaccurate semantic representations for these domain-specific terms and lead to a negative impact on the performance.

Comparison of the Label Generation Results with Different Granularity.
The labels (i.e. the syndromes) in the TCM dataset are often composed of fine-grained semantic units (characters or syndrome factors), e.g. syndrome factors “筋脉” (tendons), “瘀” (stasis) and “滞” (stagnation) making up the syndrome “筋脉瘀滞” (tendons stasis and stagnation). Therefore, we attempt to reduce the label set size by fine-grained labels. With this approach, we expect to further improve the performance. The results are listed in Table 3.

<table>
<thead>
<tr>
<th>Granularity</th>
<th>$P_{\text{micro}}$</th>
<th>$R_{\text{micro}}$</th>
<th>$F_{1\text{micro}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character level</td>
<td>0.513</td>
<td>0.322</td>
<td>0.396</td>
</tr>
<tr>
<td>Syndrome factor level</td>
<td>0.572</td>
<td>0.479</td>
<td>0.522</td>
</tr>
</tbody>
</table>

The results in Table 3 are worse than in Table 2. Character level’s results are worse than syndrome factor level’s results, and both are worse than syndrome level’s results. This result is mainly due to the fact that our proposed method cannot accurately generate complete syndrome labels based on the fine-grained labels. This issue presents us a new challenge that how to generate coarse-grained labels accurately based on the fine-grained labels. This is our future work.

Comparison of the Loss Convergence Results. In order to verify the contribution of the label embedding, we further examined the loss convergence results during training procedure (shown in Fig. 2).

In Fig. 2, TCM and CEA represent that label embedding and scheduled sampling are used during training. TCM+LE (truth) and CEA+LE (truth) represent just use the label embedding of the ground truth from previous time-step. TCM+LE (predict) and
Fig. 2. Comparison of the loss convergence results with and without the label embedding.

CEA+LE (predict) represent just use the label embedding of the prediction with highest probability from previous time-step. It is clear that our proposed method has better loss convergence results on both datasets.

**Qualitative Evaluation Results of Attention in Our Method.** Figure 3 visualizes four examples of the attention results. The left is examples of TCM, and the right is examples of CEA. The results show that the attention mechanism is able to accurately make use of corresponding key informative words in the sequence when predicting labels.

<table>
<thead>
<tr>
<th>TCM</th>
<th>CEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>痰湿: 痰湿有时无, 呕吐显好, 疲倦消失, 舌淡, 舌质如上。</td>
<td>痰湿: 痰湿有时无, 呕吐显好, 疲倦消失, 舌淡, 舌质如上。</td>
</tr>
</tbody>
</table>

**Fig. 3.** Four examples of the attention results visualized based on heatmaps.

### 7 Conclusion

Multi-label classification has a wide range of real-world application scenario. It is an effective way to treat the multi-label classification as a multi-label sequence generation task, and it is of great significance to use other auxiliary information (such as the label embedding) to enhance the ability of multi-label sequence generation. The experimental results show that our proposed label embedding method and the scheduled sampling-based learning algorithm are effective and outperform the compared method.
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